A concept for evaluating innovation related actions under the EU Structural Funds

Tanja Fleischhauer

University of Dortmund, Faculty of Spatial Planning
Department of Economics, 44227 Dortmund, Germany
tanja.fleischhauer@uni-dortmund.de

Abstract
Against the background of a new programming period of the European Structural Funds and the anticipated increase of the financial importance of innovation-related actions, the goal of this paper is to analyze the quality of the existing (general) evaluation concept of the European Union. This analysis aims to provide insights into the strengths and weaknesses of the evaluation concept in connection to innovation-related activities.

The alternative evaluation concept that will be presented in this paper is focused on innovation-related activities and is generally based on the present EU-evaluation concept. Core changes are proposed for the impact analysis as well as the intensification of the policy advice contribution of evaluation. Similar to the existing EU-evaluation concept, the proposed concept for innovation-related activities will strongly be based on indicators. But as the discussion of appropriate and reliable indicators is too complex to be made the subject of this paper, it focuses on the theoretical structure of the evaluation concept.

Keywords: Evaluation; Innovation; European Structural Funds

JEL-Codes: O30; R58
1 Introduction

On 1 January 2007 a new programming period of the European Structural Funds is going to start (2007-2013). The negotiations about the contents and the regional structure of the funds are still in progress but the European Commission has already published her thoughts in the Third Cohesion Report and in some draft regulations (e.g. COM 2004/492 for general regulations; COM 2004/493 for the ESF and COM 2004/494 for the Cohesion Funds).

Main elements of the Commission’s proposal are the concentration of funding for the least developed regions and Member States, the thematic concentration on the strategies of Lisbon and Gothenburg as well as institutional capacity building (KOM 2004: XXXVI). The Commission is willing to introduce a new priority (‘Regional Competitiveness and Employment’, former ‘Objective 1’) as a successor of Objective 2 to strengthen the regional competitiveness and the employment. The new priority follows the Lisbon Strategy and therefore mainly promotes innovation and the knowledge society (ERDMENGER/ZIEGLER 2004: 327).

The Commission’s proposal makes clear, that the evaluation of structural funding is – as it has been in the past programming periods – a necessary condition to achieve the quality standards of funding. This means that ex-ante-, mid-term- as well as ex-post-Evaluations remain obligatory in the future (KOM 2004: XXXVII). These so-called overall-evaluations comprise all projects and measures of the intervention, no difference if they are environment-, employment- or innovation-related. A deeper (thematic) evaluation of all innovation-related actions is not obligatory to be accomplished and remains voluntarily.

Evaluations suffer from a lack of statistical information on the regional level as well as from difficulties in comparing the regions’ funding achievements (e.g. TOEPEL 2000: 400; BEYWLTAUT 2000: 359). These problems are especially true for the evaluation of innovation-related actions because the general problems are accumulated with problems of the measurability of innovation (PERRIN 2000: 5FF; DIEZ 2001: 912FF; AUTIO 1998: 132).

If the plans of the commission happen to turn into law on 1 January 2007, the financial importance of innovation-related actions will increase as well as the political requirement to measure and value their effects. Thus it is likely that the current general evaluation-concept and evaluation-practise will not be able to cope with the coming necessity, problems and challenges to evaluate innovation-related actions.
Against this background the goal of this paper is to contribute to a concept to evaluate innovation-related actions under the EU Structural Funds.\textsuperscript{1} The alternative concept is based on the strengths and weaknesses of the present general EU-evaluation concept. Similar to the existing EU-evaluation concept, the proposed alternative concept will strongly be based on indicators. But as the discussion of appropriate and reliable indicators is too complex to be made the subject of this paper, it focuses on the theoretical structure of the concept.

Chapter 2 provides an overview about some basic principles of evaluation as well as innovation. To identify strengths and weaknesses of the present EU-evaluation concept, two case studies are analysed (Chapter 4), which both deal with the evaluation of innovation-related actions under the EU-structural funds (1994-1999). The analysis is based on three different criteria, which are introduced in Chapter 3. The evaluation concept itself is introduced in Chapter 5. Chapter 6 finally summarizes the main findings of the paper and draws conclusions.

2 Basic principles of the Evaluation of innovation-related actions in the EU

Referring to the European Commission, Evaluation is „judgement of interventions according to their results, impacts and the needs they aim to satisfy“ (COM 2000/1051: 3). The evaluation fulfils two general goals: First, all evaluations are to examine the efficiency of an intervention for the purpose of accountability or financial allocation. Beyond that, an evaluation is to ensure an improvement of the implementation and the management of interventions (COM 2005: 4-5).

Since the 1980s the European Union has been promoting the use of evaluations in all policy ranges and – as a result – as well in the individual Member States. While evaluation as a research and policy field has gained increasing attention since the early 1990s, the effects of innovation-related activities on the regions’ economic development and the increase of competitiveness are still evaluated insufficiently. As a consequence the evaluation of interventions of the Structural Funds as a whole will be obligatory in the programming period 2000-2006. In contrast, thematic evaluations like the effects of innovation-related activities are still not intended and are so far mainly integrated into the overall-evaluations.

\textsuperscript{1} As referred to later this does not mean that an alternative concept is a guarantee to measure all effects of innovation-related activities. The aim of the proposed evaluation concept is to improve the practical usage and the quality of evaluations and find a better way to cope with the problems caused by the complex and vague character of innovation.
In addition to the integrated appraisal, evaluations of innovation-related activities are charged by the European Commission. In these cases it is not an evaluation of effects of individual regions, but for all regions promoted by Structural Funds in the European Union so as to identify the added value for the Union.

From the Commission’s point of view these so-called “meta-evaluations” are not only important for evaluating the efficiency of assigned capital. The Commission is also obliged to report the performance of the Structural Funds to the European Parliament, the Council, the Economic and Social Committee and the Committee of the regions annually before 1 November (e.g COM 2003/646). Further the Commission reports the progress of the economic and social cohesion and the contribution of the Structural Funds every three years. This happened last in 2004 with the third Cohesion Report. (COM 2004).

In fact, the thematic evaluation or the commission of meta-evaluations of structural funding is voluntary for the funded regions and the European Commission as the funding institution. But the more the financial assistance for innovation by the Structural Funds increases the stronger the necessity is to measure its effects separately and not only as a part of the overall evaluation (ERDMENGER/ZIEGLER 2004: 326-327; KOM 2004: xxv-xlII). Only then it is possible to gain an overview about effective and non-effective strategies in order to adjust future policies.

Besides the chances to gain additional insights and recommendations for future programming periods the preparation of evaluations means that evaluators have to be aware of some problems and risks of evaluation in general as well as the evaluation of innovation-related activities (Table 1; for more information see e.g. KUHLMANN/HOLLAND 1995; KUHLMANN/BÜHRER 2000; SCHUBERT/SCHUH 2004; WEICHMANN/BEIER 2004). Main problems to be referred to are the measurement of impacts and their separation from deadweight. These problems especially apply for evaluations of innovation-related actions because innovation is complex, uncertain, long-term and produces manifold effects that can not be measured linearly (DOSI 1988: 222-223; DIEZ 2001: 912).

In consequence, these problems and circumstances have lead to the realization that evaluations can not be “perfect” (ROSSI/FREEMAN/HOFMANN 1988: 94-95). The goal must rather be to achieve an optimal evaluation under the given conditions.
Table 1: Problems of the evaluation of innovation-related actions

<table>
<thead>
<tr>
<th>Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Results of evaluations cannot be compared to each other due to a great variety of methods.</td>
</tr>
<tr>
<td>• Absence of exact objectives to measure the effects of a program (the verbalisation of objectives needs a consensus between all actors).</td>
</tr>
<tr>
<td>• Objectives of a program are often political objectives. These are often kept consciously low in order to be achieved anyway.</td>
</tr>
<tr>
<td>• In spite of progress in the availability of program-concerned data, main indicators are often not available.</td>
</tr>
<tr>
<td>• Importance of qualitative or quantitative methods.</td>
</tr>
<tr>
<td>• Disconnection of actual effects and dead-weight.</td>
</tr>
<tr>
<td>• Subjective assessment criteria which are often not comparable to each other.</td>
</tr>
</tbody>
</table>

An important element to generate an optimal evaluation is the basic structure of an evaluation concept. Therefore the analysis of the quality of existing evaluation reports is crucial in Chapters 3 and 4. In Chapter 3, the criteria for the analysis of innovation-related evaluations will be characterized; Chapter 4 describes the main findings of the analysis of two meta-evaluations, in which the effects of innovation-related activities in the European Structural Funds have been assessed.

3 Criteria for the analysis of innovation-related Evaluations

The analysis of the existing meta-evaluation reports is based on three criteria groups that will be presented in this chapter:

1. General demands on evaluation,

2. EU-specific demands on evaluation,

3. Consideration of potential objectives of Innovation policy.

The first two criteria groups are standards of a high-quality evaluation, published by the European Commission and a voluntary self-commitment of evaluators, respectively. The third criteria group belongs to the field of innovation and has been developed to verify if the whole range of possible innovation policy is considered in the evaluation. In other words, the evaluation’s ability to draw exact conclusions from single parts of innovation policy is checked.
**Criterion group 1: General demands on evaluation**

During the 1980s and 1990s various work has been published to propose demands on evaluation mainly in the United States (BEYWL/TAUT 2000: 360). The best known work are the Standards for programme evaluation, published by the „Joint Committee on Standards for Educational Evaluation“ (JOINT COMMITTEE 1981; JOINT COMMITTEE 1994). Meanwhile, they are the acknowledged consensus of the evaluation research community regarding the quality control of evaluation. The German as well as the Swiss association on evaluation e.g. adopted or modified these standards.

The standards\(^2\) shall improve and ensure the quality of evaluations. In addition, they give concrete advise about planning and accomplishment of evaluations (DEGEVAL 2002: 6). The standards are based on the presumption that evaluations have to be useful, feasible, proper and accurate to meet the demands of policy, science and the public (WIDMER 2004: 93). The US-standards have 30 single standards to describe their four main objectives. A detailed list of all standards is shown in Table 2.

All seven *Utility Standards* are to ensure that an evaluation serves the information needs of intended users. Main aspects are the identification of all stakeholders involved, the evaluator’s credibility and the identification of the evaluation’s values. Further, the selection of information and the clarity of the report are of great interest as well (JOINT COMMITTEE 1999: 21-24).

An evaluation is useful, if the user of an evaluation effectively uses the results of an evaluation to improve the programme. This in a way meets the formative or summative function of an evaluation (BEYWL/JOAS 2000: 87).

The three *feasibility standards* are intended to ensure that an evaluation is realistic, prudent, diplomatic and frugal. This means that the evaluation procedure should be adequate, as well as the role of the cost-effectiveness-relation and the production of new information. In addition, the political viability is important as this calls for acceptance of all concerned and involved persons (JOINT COMMITTEE 1999: 87-106; DEGEVAL 2002: 26-28). An evaluation is feasible if the basic conditions of the programme implementation are regarded in a way that

---

\(^2\) This applies not only to the American but as well to the German and Swiss standards.
the intervention is possible without major interferences of e.g. problems in the data-collection. An evaluation is as well feasible if the used methods are practicable (BEYWL/JOAS 2000: 87).

**Table 2: The general evaluation standards at a glance**

<table>
<thead>
<tr>
<th>Utility</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stakeholder Identification</td>
<td>Practical Procedures</td>
</tr>
<tr>
<td>Evaluator Credibility</td>
<td>Political Viability</td>
</tr>
<tr>
<td>Information Scope and Selection</td>
<td>Cost Effectiveness</td>
</tr>
<tr>
<td>Values Identification</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Report Clarity</td>
<td>Program Documentation</td>
</tr>
<tr>
<td>Report Timeliness and Dissemination</td>
<td>Context Analysis</td>
</tr>
<tr>
<td>Evaluation Impact</td>
<td>Described Purposes and Procedures</td>
</tr>
<tr>
<td>Propriety</td>
<td></td>
</tr>
<tr>
<td>Service Orientation</td>
<td>Valid Information</td>
</tr>
<tr>
<td>Formal Agreements</td>
<td>Reliable Informationen</td>
</tr>
<tr>
<td>Rights of Human Subjects</td>
<td>Systematic Information</td>
</tr>
<tr>
<td>Human Interactions</td>
<td>Analysis of Quantitative Information</td>
</tr>
<tr>
<td>Complete and Fair Assessment</td>
<td>Analysis of Qualitative Information</td>
</tr>
<tr>
<td>Disclosure of Findings</td>
<td>Justified Conclusions</td>
</tr>
<tr>
<td>Conflict of Interest</td>
<td>Impartial Reporting</td>
</tr>
<tr>
<td>Fiscal Responsibility</td>
<td>Metaevaluation</td>
</tr>
<tr>
<td>Information Scope and Selection</td>
<td></td>
</tr>
</tbody>
</table>

Source: Joint Committee (1999: 47-220)

There are eight *propriety standards* which shall guarantee that an evaluation is conducted legally, ethically and with regard to the welfare of those involved in the evaluation as well as those affected by its results. This also means that the results of an evaluation are accessible for all involved and concerned persons (JOINT COMMITTEE 1999: 107-154; DeGEval 2002: 28-30). An evaluation is ethical, if it meets the laws of a country, cultural characteristics and respects the values and beliefs of all persons involved. If one person acts criminally, this behaviour must not be covered by the evaluation nor encouraged (BEYWL/JOAS 2000: 87).

Twelve *accuracy standards* are intended to ensure that the evaluation will reveal and convey technically adequate information about the features that determine worth or merit of the programme being evaluated. In this regard it is necessary to use valid and reliable methods to gain data and to secure the analysis of technical questions of an evaluation. Qualitative and quantitative information have to be systematically analysed just as well by taking into account professional criteria (JOINT COMMITTEE 1999: 155-220; DeGEVAL 2002: 31-36). An evaluation is accurate if the used methods meet the quality-criteria of empirical social research, such
as validity and reliability. This is true even if the rating of the criteria has to be adjusted to the special practical needs (BEYWL/JOAS 2000: 88).

Within the scope of the analysis of existing evaluation reports it is to be verified, in which way the general evaluation standards are met. The assessment is accomplished verbally, because neither the description of demands, nor the evaluation report itself is an adequate basis for a formal or quantitative assessment.

**Criterion group 2: EU-specific demands on evaluation**

The second criterion group for the analysis of existing evaluation reports has been compiled by the European Union. The demands are valid for every Structural Funds-related intervention and became necessary in order to have at least a small chance to compare the quality and content of the huge amount of regional evaluation reports. The theoretical structure of this EU evaluation concept is oriented at the intervention logic of all Structural Funds related interventions (KOM 2005: 4).

One of the main requirements of the intervention logic is the agreement on different objectives and measures. The dissemination of the resources can be carried out in two different ways: Either from top-down or bottom-up (see Figure 1):

**Top-down:** All interventions are planned in regard to a global objective. This global objective is equivalent to the level of the regional programme or its priorities which are subdivided into measures. Measures themselves are represented through several specific objectives. Every specific objective is implemented in numerous different projects, which on their part fulfil operational objectives (COM 1999b: 24).

**Bottom-up:** Every project or measure of a regional programme can only be accomplished with (financial) input from the development agency. This input leads to a physical output which is under direct control of the manager. The output indicates direct results for the beneficiary of the project. These results of an intervention however also have long-term effects and are not limited to the beneficiary of the project. These long-term effects are characterized as impacts of an intervention.

Figure 1 shows that operational objectives are expressed through outputs of single projects, specific objectives through results of measures and global objectives through impacts of priorities or the whole programme.
The described intervention logic shows, assigned to the evaluation of EU-Structural Funds intervention, that defined operational, specific and global objectives have to be verified in terms of their attainment. The real measurement of effects from operational to specific and global objectives is done by measuring output, results and impacts.

Besides the general intervention logic and structure of evaluations it is considerably important what should be evaluated or what general criteria is applicable. The European Commission has disposed five evaluation criteria, which should help to measure the effects of interventions: relevance, efficiency, effectiveness, utility and sustainability. Their assignment in the intervention logic is presented in Figure 2 (COM 1999j: 9-12; COM 1999a: 70-73).

The evaluation criteria relevance is based on the objectives of the programme. Before an intervention starts it has to be checked if the intervention is relevant in respect to the needs, problems and issues identified in the target group. This audit has to be repeated some time after the initial implementation. It has to be assessed, if the strategy remains relevant, given the possible evolution of the situation.

A major element in judging the success is to assess the effectiveness in terms of the progress made towards the attainment of pre-determined objectives. It is checked to what extent the effects that are induced by the intervention correspond with its objectives as they are outlined in the intervention strategy. The assessment of the effectiveness can as well ask for the adequacy of the measures and the programme for the determined objectives.
In terms of an evaluation one speaks of *efficiency* whenever it is a question if the resources used were converted into effects: Is the ratio good? Could the same result or impact have been achieved with a lower input? Could a higher result or impact have been achieved?

The criterion of *utility* compares the effects of an intervention with the wider needs of the target group in the funded regions. Over and above the effects that correspond with the stated objectives of an intervention, other effects may occur that are either negative or positive. An assessment of these effects provides the basis for a broader assessment of performance on the basis of an intervention’s utility. Further, the criterion of utility is rather abstract and is sometimes referred to as “goal-free” evaluation, as the criterion can be defined by the evaluator.

The criterion *sustainability* is in a way similar to the criterion utility. It does refer to the original objectives of the programme and tries to give answers if the effects of the programme are lasting changes within a target group, geographical zone and so on. An assessment of these effects provides the basis of the sustainability of an intervention’s effect. The use of the term “sustainability” is in a way confusing, because it mainly stresses the permanence of the intervention’s effects, whereas the term originally suggests the future prospects.

All five evaluation criteria are obligatory for all evaluations of EU-Structural Funds. For voluntary evaluations there are obviously no such commitments. The analysis in Chapter 4 reviews if the evaluation criteria and the different layers of objectives are considered in the evaluation reports. The analysis itself is realised by a simple yes/no-decision. For those as-
pects of the EU-evaluation concept which are not considered in the evaluation reports (a) the reasons are checked as well as (b) the question is asked if this is leading to an advancement or deterioration of the evaluation’s quality.

Criterion group 3: Consideration of potential objectives of Innovation policy

The third criterion group – the consideration of potential objectives of innovation policy – gives an insight how intensely evaluation reports deal with innovation policy, e.g. how consistently they assign effects of innovation-related funding to different objectives.

Figure 3: Objectives of Innovation-policy within the EU-Structural funds

From the innovation-related literature\(^3\) determinants of innovation can be derived. The EU-Structural Funds are also oriented at these innovation determinants in general. They can be compared with operational objectives that are aimed at by innovation-related projects (see criterion group 2). Figure 3 hereupon shows the operational objectives „research & develop-

---

\(^3\) For details see e.g. Brockhoff 1999; OECD 2002; Nonaka/Takeuchi 1997; Crevoisier/Maillat 1991; Camagni 1995; Freeman 1991; Genosko 1999, Koschatzky 2001; Freeman/Soete 1997
ment“, „qualification of human capital“, „regional networks“, “advice and financing of entrepreneurs for innovation-related projects” and “strengthening of knowledge-infrastructure”.

The transfer of knowledge – which is a key determinant in the innovation process – (AUDRETSCH/FELDMAN 1996; GRUPP 1997) plays a major roll because it is an effect of a successful funding of the operational objectives. Beyond that, knowledge transfer can achieve a strengthening of the regional innovation energy, which is a specific objective. The global objective of EU-Structural funding is the cohesion of regional disparities or the allocation of sustainable employment (KOM 1999j: 6).

The analysis of the third criterion is separated into two different steps. In the first step the consistency of the indicators used in the evaluation reports and the operational objectives are checked. This means it has to be tested, if they can measure the effects of every single innovation-related objective of the programme. In a second step it has to be checked, if the operational objectives of the evaluation report are identical with the above mentioned operational objectives to make sure that all possible operational objectives are paid attention to.

4 Findings of the analysis of innovation-related evaluations

All three criterion groups mentioned in Chapter 3 are the basis for the following analysis. The aim of the analysis is to examine if the existing general evaluation concept is adequate for evaluating innovation-related activities and if the concept is feasible. The analysis covers two evaluation reports:

1. ADE/ZENIT/ENTERPRISE PLC (1999): Evaluation of Research, Technological Development and innovation-related actions under Structural Funds (Objective 2),


There are four reasons, why both evaluation reports are sound case studies for the description and analysis of current evaluation concepts for innovation-related activities within the EU-Structural funds: (1) Both case studies explicitly deal with innovation-related activities within the EU-Structural Funds and therefore work towards the objective of this paper. (2) Both evaluation studies are meta-evaluations of obligatory overall-evaluations of all funded regions in the programme period 1994-1999. Therefore, the results of the regional evaluations are
enclosed in the meta-evaluation and it can be judged, which efforts for regional evaluations have been made and where their strengths and weaknesses are. (3) Both evaluation reports are generally comparable as they deal with the same topic. Beyond, they both have the same customer (the European Commission), so budget and complexity of the evaluation are comparable as well as the interests, the Commission is safeguarding. (4) It can be assumed, that the European Commission has adapted her own demands on evaluation to both job descriptions. In this way, both analysed studies portray the actual discussion about evaluations and evaluation concepts within the European Commission at the end of the last programming period.

Table 3: Review of existing evaluation reports

<table>
<thead>
<tr>
<th>Evaluation standards are adhered in general</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation methods are broad</td>
</tr>
<tr>
<td>Difficulties with the availability of data</td>
</tr>
<tr>
<td>Difficulties with the comparability of data</td>
</tr>
<tr>
<td>Unclear presentation of the evaluation and its results</td>
</tr>
<tr>
<td>Conclusions are often not deducted from the analysis</td>
</tr>
<tr>
<td><strong>Ê Intransparent setup of the reports as well as the deduction of conclusions</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EU-specific evaluation standards adhered only partly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation at the EU-Intervention logic, but no description of the programme’s results</td>
</tr>
<tr>
<td>Impacts of the funding only adhered abstractly</td>
</tr>
<tr>
<td>Hardly observation of evaluation criteria</td>
</tr>
<tr>
<td>Availability of data makes the aggregation of effects almost impossible</td>
</tr>
<tr>
<td>No feedback to objectives of the funding</td>
</tr>
<tr>
<td><strong>Ê No evaluation in the sense of meaning</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Operational objectives not adhered consequently</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-embracing understanding of innovation; operational objectives are also important in the analysed reports</td>
</tr>
<tr>
<td>But: Evaluation of operational objectives only with inputs, not with the effects (output, result, impact)</td>
</tr>
<tr>
<td>**Ê Conclusions about the success of measures hardly possible **Ê no precise deduction of conclusions</td>
</tr>
</tbody>
</table>

The analysis of the two evaluation reports discussed above shows divergent results for all three criterion groups. Both evaluation reports show similar strengths and weaknesses, so a separate description of the analytical result seems to be dispensable. As shown in Table 3, the general demands on evaluation are met in principle. One main positive aspect is the comprehensive evaluation method used in both evaluation reports, which makes use of both qualitative and quantitative data. At the same time the used methods and ascertained results are not presented clearly. In addition the evaluation report’s conclusions are not completely drawn off
their analysis results. One main reason for this weakness seems to be the poor availability and comparability of the data.

While the general demands on evaluation are met in principle, the EU-specific evaluation demands are only met for the minor part of the evaluation reports. Certainly the evaluations are based on the EU-Intervention logic, but the effects are only portrayed with the output of the funding and a very short and abstract description of the impacts – an analysis of the results of the innovation-related actions is missing. The evaluation criteria relevance, effectiveness, efficiency, utility and sustainability are hardly paid attention to. Beyond, there is no reference to the objectives of the funding, and thus both evaluation reports remain at the level of an analysis – a real evaluation in its sense does not happen.

The understanding of innovation in both evaluation reports as well as their analysis of the funding’s input makes clear that the operational objectives mentioned in criterion group 3 are regarded to be relevant for the achievement of innovation within the reports. However, the effects of innovation-related funding are only mentioned on the whole and don’t apply to the operational objectives. This missing consideration of operational objectives results in the absence of statements about the effect(s) of single innovation-related projects or measures. Consequently, it is impossible to give policy advice for the future funding of innovation.

As a whole the analysis shows that a separated identification of effects (output, result, impact) is useful to portray the different layers of the programme’s objectives. Furthermore the analysis demonstrates that the examination of the evaluation criteria relevance, effectiveness, efficiency, sustainability and utility is absolute for good evaluations, which are aimed to go beyond a simple analysis of effects. Although the EU mainly claims quantitative indicators, the evaluation reports show that the use of quantitative as well as qualitative indicators and methods does improve the deepness of the evaluation’s results.

A general problem of both evaluation reports is the high variability of the available innovation-data of each funded region. This makes an aggregation of the effects of all funded regions – in order to draw conclusions for the whole EU or to compare regions – hardly possible. Independently from the analysis it is clear that – at the same time – the complexity of innovations (and regional innovation strategies) can not be portrayed with standardised indicators alone. Mainly because of the poor data availability and the missing comparability of indicators both evaluation reports do not focus sufficiently on the cause analysis of a good or
bad performance of the innovation-related funding and the deduction of policy advice for future funding.

With reference to the EU-evaluation concept it turns out that some main demands on high-quality evaluations for innovation-related actions are already integrated in the concept. At the same time it is distinct that these demands – especially those of the EU – strongly aim at the analysis of effects. Both evaluation reports only describe the effects partly, because of the poor quality of data, so that the deduction of policy advice is presently not sufficient or transparent. Even though good evaluations contain these aspects, the current evaluation concept seduces from paying less or no attention to these central issues of evaluation.

The weaknesses of the present evaluation concept indicate that there have to be made some changes in order to be applicable for innovation-related activities and to strengthen the policy advisory function and the quality of evaluations.

5 Alternative concept for evaluating innovation-related actions

The alternative evaluation concept for innovation-related actions starts from the existing strengths and weaknesses of the present general evaluation concept and its implementation, respectively. It is structured into five evaluation phases (Figure 4):

1. Programme conception

Within the programme conception the aim of the evaluation is to evaluate the results of the socioeconomic analysis as well as the identified call for action (evaluation of relevance in the ex-ante analysis). The phase of programme conception is essentially oriented at the present evaluation concept.

2. Programme implementation

The evaluation is not directly included in the implementation of the regional programme because this implementation is a task of the responsible regional authorities. However, the funding input has to be evaluated as a basis for the evaluation in order to estimate the relation between the input and the effects (evaluation of efficiency). The phase of programme implementation is also oriented at the present evaluation practice.
3. Impact analysis

The phase of impact analysis is of central concern for the assessment of the intervention’s effects. Thus, an impact analysis will be introduced that is structured into two parts as shown in Figure 4. The effects are categorised as output, result and impact in order to portray different levels of objectives. The two parts are the following:

- Partly standardisation of the assessment of the intervention’s effects (entire programme):
  For the analysis of effects on the programme level, quantifiable indicators will be determined that shall be assessed EU-wide for any intervention with innovation relevance, independently from the actual (financial) amount of the funding.

  Apart from the interregional comparability of indicators, a determination of standardised core indicators may further lead to an improvement of the implementation process as well as the quality of evaluations. This is due to the fact that standardised indicators already
provide a general evaluation framework and therefore all essential demands are easier to fulfil (REID 2001: 408). This also means that standardised indicators may present all areas of objectives (operational, specific, global objectives) and in this way conclusions can be drawn on the success of the selected strategy.

Moreover, the standardisation leads to a lower extent of time and resources for the derivation of indicators during the phase of the programme conception (REID 2001: 408). Instead, the collection of data and their analysis shall be intensified in order to achieve satisfying evaluation results.

Beyond the core indicators, any region may analyse as many indicators as it wants that are not determined. As core indicators alone do not provide a comprehensive overview of the impacts, the derivation of additional indicators in general will be necessary. Due to the fact that the European Commission will examine the completeness of indicators in the future it can be assumed that additional indicators will most likely be considered. Similar to the actual evaluation practice the number of indicators shall not be prescribed. The aim should rather be to assess the impacts comprehensively, regardless of the number if indicators.

Open assessment of the intervention’s effects (best- und worst practice projects):

In contrast to the partly standardised evaluation of the entire impacts, the analysis of best and worst practice projects is made in a deliberately open process. This relates to the selection of projects as well as to the way of analysis of their results (e.g. quantitative, qualitative, evaluation method).

Depending on the structure of the regional programme and on the proceeding of the programme implementation all those regional projects are selected that might be – according to the regional actors – a basis for deriving generalised statements about the entire programme or the innovation policy as a whole. It is important though, that the selection of projects includes successful (good practice) as well as unsuccessful projects (worst practice) of the funded region because both groups help to improve the knowledge (e.g. AUTIO 1998: 137; DIEZ 2001: 915). Due to the expert knowledge of the regional actors the selection of projects does not only portray regional specifications but also guarantees the usefulness of the results for the continuation of the funding or the conception of a new funding activity.
The evaluation concept should not be the frame where textual or methodological objectives for the analysis of best and worst practice examples are determined. Such a restriction is in contrast to the general condition that regional specifications of a programme shall also be portrayed in the evaluation. Besides the implementation of the programme, the analysis of best and worst practice examples by the responsible authority could additionally deal with qualitative effects of the innovation policy that can hardly be shown by the core indicators.

The entire effects of the innovation policy can be identified by both parts of the impact analysis. Thus, conclusions on the efficiency of the funding can be drawn regarding the used resources but also regarding the analysis of impacts, benefits and the sustainability of the funding concerning the objectives. Altogether, the twofold character of the impact analysis combines the advantages of standardised as well as open evaluations and thus can provide an improved measurability of the effects: The standardisation of evaluations on the one hand guarantees their comparability and a high quality. On the other hand only an open and flexible concept leads to results that in the end are useful for the persons responsible for the programme (FRITZ/HUTSCHENREITER/STURN 1997: 2).

4. Cause analysis

In the phase of cause analysis the results of the previous evaluation phases are gathered. Besides the results of the impact analysis, also the identified input belongs to this phase. The cause analysis shall identify the reasons for a particularly successful or – in contrast – an insufficient programme implementation. The cause analysis phase is not a part of the present evaluation concept. In practice, the reasons of the existing effects are often not (or not sufficiently) taken into consideration.

5. Revision & vision

In terms of the user’s utility of an evaluation, the evaluation phase “revision & vision” is extremely important. In addition to the real effects of an intervention and the analysed causes the evaluators draw off policy advice for future funding. The stronger emphasis of this evaluation phase is a central issue for the evaluation, because the analysis of available evaluation reports has shown, that policy advice is only partly drawn off the evaluation results.

In addition, the evaluation phase revision & vision introduces a supplementary feedback loop from the conclusions of an evaluation back to the objectives of a possible new funding period.
The already existing feedback loops relevance, efficiency, effectiveness as well as utility and sustainability of funding also remain in the evaluation concept. They guarantee that not only the quantitative or qualitative effects of the funding are measured, but that they are as well assessed in the background of the initial situation and the outlined objectives.

It is true that this feedback loop is even currently demanded in general evaluation standards (e.g. the evaluation criteria user’s utility), but in real-life this demand is not reliably covered as KUHLMANN (1997: 17) stresses. Therefore an integration of this feedback loop into the alternative evaluation concept can more easily and insistently stress its’ requirement and the circular flow of an evaluation (TAYLOR/BACHTLER/POLVERARI 2001: 352).

6 Main findings and conclusions

In summary, it shall be stated that the evaluation concept for the evaluation of innovation-related activities is mainly based on the current general evaluation concept of the EU. Therefore the evaluation criteria relevance, efficiency, effectiveness, utility and sustainability are taken over from the evaluation as well as the separated analysis of the funding’s effects in output, result and impact. Additionally, it is still possible to have a free choice of evaluation methods.

Main changes of the innovation-related evaluation concept towards the existing general one occur for example regarding the stronger emphasis of single evaluation phases, in particular the phases of cause analysis and revision & vision. Together with the feedback of the evaluation results to necessary changes of future funding, these evaluation phases should contribute to the stronger emphasis of the policy advisory function of evaluation.

The introduction of a twofold impact analysis (partly standardised and quantitative measurement of the entire programme effects as well as open and qualitative measurement of best and worst practise) should ensure that the effects of the funding are not only measured quantitatively for the entire programme, but as well qualitatively and deepened for important single fields (projects or measures) of the programme. In addition, the twofold impact analysis allows to compare the effects of different regions to each other as well as to describe specific features of the region’s innovation strategy and its impacts.

In summary it may be said that the alternative evaluation concept only means little additional work for most of the funded regions. For those regions that already provide high-quality
evaluations, the determination of core indicators could even be labour-saving. Beyond, it can be estimated that the results of the evaluations are more consistent in terms of the assessment of funding effects on the innovation potential and the innovation activity of regions. This holds out the prospect that evaluation of innovation-related actions will less be interpreted as a nuisance but as a possibility to recognise weaknesses in the own political actions and put improvements into them.
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