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Abstract: Most studies on productivity at firm level have found notable heterogeneity between firms, especially between large and small firms. Such differences might be caused either by differences in the distribution of the factors determining the level of Total Factor Productivity (TFP) across firms’ size, and by differences in the return to such factors. To assess to what extent the observed differences in TFP between large and small Spanish manufacturing firms are caused by the reasons mentioned above we propose a methodology that, built on the traditional Oaxaca-Blinder decomposition, focuses the attention on the entire distribution of productivity. The TFP index used in our paper guarantees comparison of the level of productivity across firms in a given year and over time, and has been computed using the information in the Encuesta sobre Estrategias Empresariales (ESEE). Results confirm that the distribution of TFP in the large firms dominates that for the small firms and that the TFP differences between small and large firms in 1994 are equally explained by differences in firm characteristics and in their returns, while in 1998, 80% of them are explained only by differences in their characteristics. The joint effect of differences in returns to R&D, human capital and industries is actually significant, suggesting possible interactions between them. In addition, the evidence suggests that small firms with the lowest TFP levels would get the most benefit if they had returns from their characteristics as high as in large firms. Important policy issues are derived in connection with the possibility of increasing the aggregate productivity of the Spanish economy considering that the average firm size in Spain is smaller than in other European countries.
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1. Introduction

The evolution of productivity has been one of the issues of major concern among economists, especially in the last years, when the productivity growth has slowed down in many advanced economies. The Spanish economy has also suffered a deceleration process since the mid nineties, as aggregate studies show and even some of them attribute such phenomenon to the behavior of manufacturing sectors. A common recommendation indicates that Spain should increase its competitiveness through efficiency instead of reducing prices to guarantee sustained growth and this requires both a more intense usage of technologies and human capital and a higher investment in these two productivity determinants. On the other hand, an average firm size and a number of large firms that are smaller than in other economies characterize the Spanish manufacturing sector. This picture of the predominance of SMEs in our economy is quite disappointing as larger firms are usually associated to higher productivity levels.

A strand of microeconomic literature that analyses the heterogeneity of productivity behavior in Spain has emerged with the appearance of the micro-level dataset Encuesta de Estrategias Empresariales (ESEE). This literature has focused mainly on the effects of firm dynamics, exports and innovative activity.

This paper contributes to the empirical evidence that there are some factors such as the innovative activity and the use of skilled labor that foster productivity and that firm size plays an important role in explaining differences in productivity between firms. Then firm size conditions the effect of R&D and employees’ qualification on productivity, so that size is indirectly affecting productivity. We use the Oaxaca decomposition, a methodology widely used in labor economics, as a tool to analyze the impact of these factors, among others, in Total Factor Productivity by firm size. This methodology will permit us to assess the relative importance of firm characteristics and their returns in explaining productivity differences between small and large firms. This heterogeneity by size is not constant at any point of the Total Factor Productivity (TFP) distribution and it follows a quite complex pattern that can only be analyzed by means of an analysis in the complete distribution. Thus, the traditional Oaxaca

---

1 See Estrada and López-Salido (2001b)
2 Ruano (2002) comments that young firms tend to be smaller and less efficient as they have not undergone the market selection mechanisms and they have also a higher failure rate.
decomposition is modified and a counterfactual analysis is introduced to appreciate the heterogeneous pattern of behavior of TFP along the distribution.

The main results obtained in this paper are the following: (i) Firm size represents a source of heterogeneity because, even when conditioning for variables other than size, large firms are still significantly more productive than small ones, which is confirmed by parametric and non-parametric testing procedures. (ii) The TFP differences between small and large firms in 1994 are equally explained by firm characteristics and their returns, while in 1998, 80% of them are explained only by their characteristics. (iii) Human capital contributes to enhance firms technical progress and its returns for small and large firms are significantly different. The innovative effort does not seem to exert a significant effect on productivity. The industry in which firms operate explain a great part of the differences in productivity between small and large firms. The returns of these three factors do not make them statistically significant in our counterfactual analysis, while the joint effect of them is actually significant, suggesting possible interactions between them. (iv) The analysis of movements between the real and counterfactual distributions indicates that small firms with the lowest TFP levels would get the most benefit if they had returns from their characteristics as high as in large firms.

The rest of the paper is organized as follows: in Section 2, there is a review of the theoretical hypotheses underlying our model, the specification and empirical methodology used to perform our analysis. In Section 3, we describe the ESEE, the variables that shape our model and a first descriptive analysis. Section 4, contains the results and Section 5 the conclusions of the paper.

2. Factors determining firms productivity

2.1. Theoretical framework

The vast majority of firm-level based works on productivity recognize the existence of high heterogeneity among firms with common characteristics (heterogeneity in terms of size, age, technologies, productivity levels, entry-exit patterns, and so on). Such heterogeneity cannot be appreciated under the macroeconomic approach as it aggregates different firms that share some characteristics and they are all supposed to be affected by the economic forces in a similar way. Thus, such models may not explain the observed differences in productivity levels between small and large firms adequately, while the microeconomic approach permits a deeper analysis of the characteristics that
may explain such differences in productivity. Some models in industrial organization try to model these heterogeneity, for example, Lucas (1978) proposed a theory of the size distribution of business firms\(^4\).

The empirical literature on productivity at firm level agrees in considering size as a main source of heterogeneity of firms performance. Large firms are systematically found to be more productive than small ones, and, as Geroski (1998) argues, controlling for firm size in regressions can be even considered as a routine. Some common theoretical arguments to explain this regularity are the scale economies effect, the scope economies effect, the experience effect and organization effect\(^5\).

These phenomena does not only explain the way size affects productivity by itself, but they also involve factors other than size that are recognized to affect productivity as well. For example, a large firm may count on economies of scale when designing and implementing new technologies or a training strategy. The innovative activity of a firm or its human capital endowment have traditionally been considered two factors fostering their productivity.

On the one hand, the effort in R&D of a firm increases its productivity not only because of the fact that the firm has a higher probability of introducing an innovation that increases its efficiency, but also because it rises its absorptive capacity, that is, it becomes more flexible and adaptable to benefit from spillovers than its rivals. Many empirical studies estimating the output elasticity of R&D capital at aggregate level have found a strong positive correlation between productivity growth and R&D investment. However, studies using firm level data show a wide range of estimates, and some of them have found weaker correlations than at sectoral or country level\(^6\), especially when including industry dummies.

Other studies have gone one step further by trying to relate the probability of a firm engaging in R&D activities with firm characteristics, such as size, finding a

---

\(^4\) His model consists on a distribution of people by managerial talent which underlies the distribution of business firms by size. The individuals may become either employees (working for someone else and earning a salary) or managers (taking managerial decisions and obtaining its returns). One implication of this model is that people become more productive and their wages increase, they will prefer to work for someone else, and thus firm size will increase.

\(^5\) Scale economies effect is the decrease of average costs by increasing the volume of output. Scope economies effect is the decrease of average costs of a product when the number of different products increases (for complementarity, interaction and indivisible resources). The experience effect is the fall in average costs as the volume of output accumulated over time increases. The organization effect takes place when smalls firms intend to reduce these effects by creating networks but then they face transaction costs (Carree and Thurik, 1998).

positive relation between them. An application for Spain that uses innovative output instead of R&D effort obtains the same results and concludes that “innovation is strikingly related to size” (Huergo and Jaumandreu, 2004a). Klepper (1996) introduced a theoretical model that represents a new interpretation of the Product Life Cycle and that emphasizes the role of firm size in its appropriating the returns from innovation and engaging in R&D activities. The initial hypothesis is that innovating derives in a unitary cost reduction (in proportion to the volume of output). The larger the firm, the more output over which process R&D fix costs can be averaged, then returns to process innovations are higher, which promotes additional innovative effort (in both product and process R&D). One main implication of this model is that large firms have higher R&D returns and make a greater effort in R&D.

On the other hand, the literature on the effects of human capital on productivity argues that those workers with better skills in solving problems and better communication skills, will do any task that requires something else than simple workforce in a more efficient manner. Then, if education is translated into higher learning capacity to solve problems and to communicate, those workers with better education would be the most productive. The aggregate literature on the effects of human capital on productivity clearly recognizes its positive effects, although there is not consensus on whether it affects the long-run productivity level or the short-run productivity growth (rate effect). An interesting finding of this studies is that human capital has an effect on TFP by itself and also through enhancing the ability to develop and incorporate new technologies and capture knowledge spillovers at an international level, so that human capital would be a prerequisite for the incorporation of such technology. The microeconomic literature, conscious of the effect of investing in human capital on productivity levels, has typically estimated mincerian equations. Nevertheless a few studies have considered estimating such effect at firm level, and most of them approach the concept of human capital as training instead of education, as

---

7 See Crépon et al. (1998) who obtain that “The probability of engaging in R&D for a firm increases with its size, while R&D capital intensity is strictly proportional to size” (p 15); Cohen and Klepper (1996) obtain similar results.
8 The author argues that large firms have no innate advantage on innovation, but their capacity to capture the returns of R&D represents an incentive to dedicate their effort to it. Otherwise, if their knowledge was spread in the whole economy and they could not sell it (when selling their product) they could not capture its returns.
9 See for instance Benhabib and Spiegel (1994) and Del Barrio-Castro, López-Bazo and Serrano-Domingo (2002).
10 Acemoglu and Angrist (1999) estimate the private returns of education.
in our case. An exception would be the work by Black and Lynch (1996) who estimate a firm-level production function and include variables as average education, training and experience for the US economy. As far as we know, there are no studies analysing the role of firm size in determining either the way firms capture the returns to their employees’ education, nor their decisions on investment in education. Even though, some studies have documented that workers in large firms earn higher wages, which, under the neoclassical hypothesis would mean that they are more productive. Thus, we are interested in analysing if the same effect happens at firm-level, that is, if returns to education are higher in large firms.

Finally, the industrial effect is recognized to capture a great deal of heterogeneity between firms, especially in relation with innovative activity, and then it is common practice to include industry dummies in the regression analysis. These control variables collect the effect that some sectors are more innovative than others by their own nature.

Given the evidence on the different patterns of productivity between small and large firms, and on the different impact that employees qualification and innovative effort may have on productivity according firm size, this paper analyses to what extent the productivity differentials between size class are due to both the levels in these firm characteristics and to the returns of such characteristics.

Geroski (1998) claims that size may have a direct effect on productivity, that is as a variable that *ceteris paribus* improves efficiency, or indirect, that is, conditioning the effect of other variables on productivity as they will show different patterns of behaviour for small and large firms. This author suggests controlling for the indirect effect through analyzing separately the coefficients of small and large firms and evaluating to what extent they differ. Differences in the returns of firm characteristics (such as R&D and human capital) between small and large firms indicate that, even if two firms did a similar R&D effort or invested the same in human capital, the larger, for example, would make a more intense use of these two factors and would obtain higher returns from its investment. In this sense, Geroski argues that size is exerting an indirect effect on firm productivity, as it conditions the impact of other factors on productivity. Bearing this in mind, one of the main contributions of the present analysis is using different methodological approaches to assess the impact of different firm characteristics on productivity, and then, analyzing to what extend the heterogeneous pattern of productivity can be accounted for by either levels of these variables or by
their returns (supposing that the latter follow different patterns in small and large firms as suggested by Geroski).

2.2. Empirical Specification and Methodology

According with the theoretical arguments explained above, the specification of our analysis is a linear regression model where a TFP index is a function of the level of skilled labor and the innovative activity performed by every firm. We also control for industrial and temporal effects, as well as size and age, as the majority of the empirical literature agrees that they are narrowly related with firm behavior and characteristics. Hence, the empirical model can be expressed as follows:

\[
\text{TFP}_i = \beta_0 + \beta_1 R & D_{i-4} + \beta_2 H_{i-4} + \beta_3 \text{SIZE}_i + \beta_4 \text{AGE}_i + \beta_5 \text{IND}_i + \beta_6 \text{YEAR}_i + u_i
\]

(1)

where \(\text{TFP}_i\) is the logarithm of the total factor productivity index in firm \(i\), \(R&D\) is the innovative activity, \(H\) is the proportion of skilled labor, \(\text{SIZE}\) controls for the size of the firm\(^{11}\), \(\text{AGE}\) controls for the effect of the antiquity of firms in the industry\(^{12}\), \(\text{IND}\) are 19 industrial dummies, \(\text{YEAR}\) is a time dummy and \(u_i\) is an error term. The innovative activity and human capital variables enter the model with a lag of four periods for two reasons: first, because investing on R&D or employing a new qualified worker may not have an effect on productivity until some periods later. And second, because lagging this variables will minimize the effect of simultaneity problems caused by the likely endogenous character of these variables\(^{13}\).

We apply two different empirical methodologies to study the TFP differentials between small and large firms. On the one hand, we have performed the Oaxaca decomposition, which has widely been used to study the wage differentials between different types of workers, but in this paper it is applied to analyze productivity differentials at firm level. This methodology permits to analyze how much of the TFP differential between small and large firms can be explained by either, differences in their characteristics or differences in the returns of these characteristics.

\(^{11}\) Firm size is not significant in the estimations for two separate subsamples and has not been included as control variable finally.

\(^{12}\) We have contemplated the possibility of including \(\text{AGE}\) with a nonlinear relation in the model, to capture the effect by which young firms, being very productive, may enter the industry, while old firms accumulate a great deal of experience, which may also make them much more productive (see Huergo and Jaumandreu, 2004b). However, the linear specification was preferred in all cases.

\(^{13}\) Hall (2000) claims that considerable lags may exist between R&D expenditures and the impact of innovation productivity. Hall and Mairesse (1995 p.278) and Sianesi and Van Reenen (2003 p.14) explain the likely endogeneity of the R&D and human capital stocks respectively in the production function.
On the other hand, we perform a counterfactual analysis, which will permit us to make hypothesis on the estimated TFP of firms under certain circumstances. Let us suppose that firms from a given size class have characteristics or returns from another size class and obtain a “virtual” estimated TFP, which can be compared with the “real” estimated TFP. With this methodology, one could, for example, compare TFP in small firms with TFP in small firms under the hypothesis that the returns to their characteristics were the same as in large firms.

A preliminary version of this methodology, which is very close to the traditional Oaxaca decomposition, evaluates such differences in the mean of the TFP distribution. Although it seems attractive to summarize the TFP differentials within a single number, for example the mean, Jenkins (1994) recognizes that these synthetic measures represent a big lost of information because they do not allow evaluating such differences along the whole TFP distribution and because the same statistical may be consistent with very different distributions\textsuperscript{14}. This author suggested a modification of the traditional counterfactual analysis that permits studying TFP differentials in the complete distribution\textsuperscript{15}.

The difference between the two methodologies is that the Oaxaca decomposition permits identifying the relative importance of firm characteristics and returns very easily, while the second one allows hypothesizing on different virtual contexts and permits, not only analyzing differences in the mean, but also in the whole distribution. We describe the two approaches next.

To perform the classical Oaxaca decomposition, we first estimate the regression model in (1) that relates TFP with a set of firm characteristics, which are, \textit{a priori}, considered to determine firm productivity and a set of control variables. We estimate two separate regressions, for small and large firms, and obtain the returns of these characteristics in both size classes. The estimated regression models are (we omit the firm subscript to simplify the notation):

\[
\begin{align*}
\text{TFP}_{si} &= X_{si}' \beta_s + u_{si} \\
\text{TFP}_{li} &= X_{li}' \beta_l + u_{li}
\end{align*}
\]

\textsuperscript{14} By applying a similar argument to that used by Jenkins, if TFP differences attributable to firm size is 10\%, one could extract dramatically different conclusions whether it occurred in the whole distribution or only in the first deciles (where small firms show very low TFP).

\textsuperscript{15} An application for the case of wage differentials can be found in Del Río, Gradín and Cantó (2004).
where \( X_i \) is the vector of firm characteristics in specification (1), \( \beta \) are the returns of these characteristics, \( u_i \) is the error term and subscript \( L \) refers to large firms and \( S \) to small firms.

Secondly, we decompose the average TFP differential between small and large firms in two components: the first one attributes part of the TFP differential to the different characteristics of a representative small and large firm, or in other words, the observed productivity differential if characteristics of small and large firms had the same returns than large firms. The second component attributes the remaining part of the TFP differential to differences in returns between small and large firm under the hypothesis that they have the same characteristics\(^{16}\).

\[
T\hat{FP}_L - T\hat{FP}_S = \left( \bar{X}_L - \bar{X}_S \right)' \hat{\beta}_L + \bar{X}_S' \left( \hat{\beta}_L - \hat{\beta}_S \right) \\
\textit{diff in charact} \quad \textit{diff in returns}
\]

The Oaxaca decomposition evaluates the productivity differential in the mean of the distribution of characteristics, that is, comparing the mean characteristics of small and large firms.

Our second approach is based on a counterfactual analysis, the simpler version of which also analyses TFP differences in the mean of the distribution. It simply compares the actual level of estimated TFP for small firms with a counterfactual level obtained by applying the returns in large firms the characteristics of small firms.

Real TFP: 
\[
\bar{T\hat{FP}}_S = \bar{X}_S' \hat{\beta}_S
\]

Counterfactual: 
\[
\bar{T\hat{FP}}_L = \bar{X}_S' \hat{\beta}_L
\]

A t-test of equality of means is used to check for equality between the two means. But following the suggestion by Jenkins, we can rewrite these expressions to analyze the differences in the complete distribution:

Real TFP: 
\[
\hat{T\hat{FP}}_S = X_S' \hat{\beta}_S
\]

Counterfactual: 
\[
\hat{T\hat{FP}}_L = X_S' \hat{\beta}_L
\]

We obtain the estimated TFP for small firms, \( \hat{T\hat{FP}}_S \), as well as the hypothetical TFP of small firms if their characteristics were as efficient as in large firms, \( \hat{T\hat{FP}}_L \). We then

\(^{16}\) The Oaxaca decomposition is based on the least squares estimation of specification (1). Hence, it has the property of “the mean of OLS estimators obtained from the regression equations” which guarantees that the estimated log of TFP evaluated in the mean characteristics is equal to the observed mean of the log of TFP. That is, this property guarantees that \( \bar{T\hat{FP}} \) equals \( \bar{T\hat{FP}} \).
check for equality of both distributions by applying a battery of Kolmogorov-Smirnov
tests. This procedure permits comparing the productivity distributions of different
groups of firms and establish a ranking between them on the basis of the concept of first
order stochastic dominance\textsuperscript{17}. Let’s suppose two independent random samples of size \( n \)
and \( m \). Let \( Z_1, \ldots, Z_n \), be a random sample corresponding to a group of firms from the
cumulative distribution function \( F \), and \( Z_{n+1}, \ldots, Z_{n+m} \), from the cumulative distribution
function \( G \); \( z_i \) is the productivity level of firm \( i \). Then, the condition of first order
stochastic dominance of \( F \) relative to \( G \) is:
\[
F(z) - G(z) \leq 0 \quad \forall z \in \mathbb{R}, \text{ with strict inequality for at least one } z.
\]

The hypotheses we are testing are:

(i) Two sided test
\[
H_0 : F(z) - G(z) = 0 \quad \forall z \in \mathbb{R} \quad \text{vs} \quad H_1 : F(z) - G(z) \neq 0 \text{ some } z \in \mathbb{R}
\]

(ii) One-sided test
\[
H_0 : F(z) - G(z) \leq 0 \quad \forall z \in \mathbb{R} \quad \text{vs} \quad H_1 : F(z) - G(z) > 0 \text{ some } z \in \mathbb{R}
\]

In our case \( F \) and \( G \) represent the productivity distributions for small firms, \( F(T\hat{F}P_s) \),
and small firms evaluated under the returns of large firms, \( G(T\hat{F}P_{sL}) \), respectively. The
hypotheses can be rewritten as:

(i) Two sided test
\[
H_0 : \sup_{z \in \mathbb{R}} \left| G(T\hat{F}P_{sL}) - F(T\hat{F}P_s) \right| = 0 \quad \text{vs} \quad H_1 : \sup_{z \in \mathbb{R}} \left| G(T\hat{F}P_{sL}) - F(T\hat{F}P_s) \right| \neq 0
\]

(ii) One-sided test
\[
H_0 : \sup_{z \in \mathbb{R}} \left| G(T\hat{F}P_{sL}) - F(T\hat{F}P_s) \right| = 0 \quad \text{vs} \quad H_1 : \sup_{z \in \mathbb{R}} \left| G(T\hat{F}P_{sL}) - F(T\hat{F}P_s) \right| > 0
\]

The two-sided test will determine whether there exist significant differences between
the two TFP distributions. The one-sided test will determine whether \( F(z) \) stochastically
dominates \( G(z) \). Then, in case we cannot reject the null in the two-sided test, or in case
we reject the null in both tests, \( F(z) \) will not stochastically dominate \( G(z) \). When the
two-sided test is rejected and the one-sided test cannot be rejected, we conclude that \( F \)
dominates \( G \), and thus, \( G(T\hat{F}P_{sL}) \) is on the right of \( F(T\hat{F}P_s) \).

The Kolmogorov–Smirnov test statistics for these one and two-sided tests are
respectively:

\textsuperscript{17} This strategy has been recently applied in Delgado, Fariñas and Ruano (2002) to check for higher
productivity among exporting firms.
\[ \delta_n = \sqrt{\frac{n^* m}{N}} \max_{1 \leq i \leq N} |T_N(Z_i)| \quad \text{and} \quad \eta_n = \sqrt{\frac{n^* m}{N}} \max_{1 \leq i \leq N} |T_N(Z_i)| \]

where \( T_N(Z_i) = F_n(Z_i) - G_m(Z_i) \) and \( N = n + m \). \( F_n \) and \( G_m \) represent the empirical distribution functions for \( F \) and \( G \), respectively. The limiting distributions of both test statistics, \( \delta_n \) and \( \eta_n \), are known under independence\(^{18}\).

3. Dataset

3.1. Description of the Dataset and Variables

We use a sample of manufacturing Spanish firms from the Encuesta de Estrategias Empresariales (ESEE), carried out by the Programa de Investigaciones Económicas (PIE) of the Fundación Empresa Pública (FUNEP). This annual survey covers the period 1990-2001 and collects information on strategic decisions and behavior of firms. Every four years, firms answer a complete questionnaire and a reduced form of it (with those issues that are supposed to change yearly), the rest of the years, so that full information so far is available in 1990, 1994 and 1998. The reference population of the ESEE is firms with 10 or more employees dedicated to one of the activities corresponding to divisions 15 to 37 from the CNAE-93, excluding division 23 (activities related to refinement of oil and fuel treatment). In the base time period, all the firms with more than 200 employees were required to participate (and so 70% of them did). The firms with 10 to 200 employees were sampled randomly by industry and six size strata, retaining about 5%, so that representativity for every industry and firm size class was guaranteed. The ESEE is designed to change as industry composition evolves. Newly created firms are selected using the original selection criteria. There are also exits in the survey, due to death and attrition, and these firms have been replaced by others in their industry and size group so as to maintain representativity. So, the ESEE is an unbalanced panel that attempts to capture the entry and exit of manufacturing firms over the sample period, which guarantees comparability between the TFP distributions in different time periods\(^{19}\).

The variables contained in this survey will permit us to build the output and input quantities and prices required to finally calculate a TFP index, as well as the

\(^{18}\) Kolmogorov (1933) and Smirnov (1939) showed that, under the assumption that all observations are independent, the limiting distributions of \( \delta_n \) and \( \eta_n \) under \( H_0 \) are given by

\[ \lim_{n \to \infty} P(\delta_n > v) = -2 \sum_{k=0}^{\infty} (-1)^k \exp(-2k^2 v^2) \quad \text{and} \quad \lim_{n \to \infty} P(\eta_n > v) = \exp(-2v^2) \], respectively.

\(^{19}\) See Fariñas and Jaumandreu (1999) for further details.
variables to account for its main determinants. Between 1990 and 2001, this survey has 33668 observations, for 3451 different firms. However it has not been possible to include them all in the analysis due to the following reasons: series of the stock of capital are not available for the last two years, some firms do not offer full information to build some of the variables to calculate the TFP index or their answers seem to be “nonsense” according with an economic criterion and so they have been removed (see the Annex for a full explanation of the cleaning procedure). After removing these observations, our sample consists on 10653 observations over 10 years. Data on skilled labor is only available every four years and so our analysis is restricted to 1990, 1994 and 1998, among which we lose the initial year because some variables enter the model with a lag of four periods. So our final dataset consists on an unbalanced panel of 523 firms for 1994 and 668 firms for 1998.

Total factor productivity is measured by the index suggested by Good, Nadiri and Sickles (1996), which is transitive, superlative (as it is based on a translog production function) and permits accounting for technological change. The analytical expression of this index is as follows:

\[
\ln TFP_s = (\ln Y_s - \ln \bar{Y}) - \frac{1}{2} (S_s + \bar{S}) (\ln X_s - \ln \bar{X})
\]

\[
+ \sum_{t=2}^{T-1} (\ln Y_t - \ln \bar{Y}_{t-1}) - \sum_{t=2}^{T-1} \frac{1}{2} (S_t + \bar{S}_{t+1}) (\ln X_t - \ln \bar{X}_{t+1})
\]

where \(Y\) is the quantity of output, \(X\) is a vector of the quantity of inputs (labor, capital and materials), \(S\) is a vector of the cost-based share of every input in the production function, as Hall (1990) suggested; subscripts \(i\) and \(t\) refer to firm and time period and the bar over the variables denotes their arithmetic mean. The productivity index for a given firm and year is expressed in relation to a hypothetical firm, calculated as the average of all firms in 1990. The logarithm of TFP equals zero for that firm in 1990, firms with lower productivity will show negative values and those with higher productivity, positive.

The output is measured by sales, the labor input is measured by number of hours, the capital input is measured by the stock of capital in equipment and constructions, and materials are measured by expenditure in intermediate inputs and services. As input shares are cost-based, we need information on the expenditures on each of these inputs: the cost of labor input is measured by the real wage bill, the cost of capital is measured by the user cost of capital and the cost of materials is calculated as
the quantity (see the Appendix for a complete explanation of the index main characteristics and building of its variables).

The regressors and control variables are defined as follows:

- The **innovative activity** is measured as the logarithm of the R&D expenditure expressed in constant pesetas of 1990 and weighted by the number of employees. Weighting R&D expenditure supplies a more reliable measure of innovative intensity as this measure is standardized by the relative presence of small and large firms in the economy.
- The **skilled labor** is measured by the ratio of qualified workers according to their education level. The category of qualified workers includes the employees with bachelor or higher degree level of studies.
- **Firm size** is measured by the number of employees.
- **Age** is the number of years since the constitution of the firm.
- **Industry** is a dummy variable for very industry as defined by the ESEE. The omitted category is “Other manufacturing industries”.
- **Year** is a dummy variable that takes value 1 in 1994 and 0 in 1998.

We consider that large firms are those with more than 200 employees, and SMEs are those with 10 to 200 employees. Although one could consider that firms between 200 and 250 employees are still SMEs we have established the mentioned separation to guarantee representativity by size strata, according with the characteristics of the ESEE. Our sample consists on an unbalanced panel data for years 1994, with 523 firms, 35% of which have more than 200 employees, and 1998, with 668 firms, 25% of which are large firms.

3.2. Descriptive Analysis

This section contains a descriptive analysis of the distribution of the TFP index and of the distribution of the other variables in the analysis. In doing so, we use synthetic measures and tools that allow comparisons of the complete distribution.

According with the macroeconomic literature\(^{20}\), Table 1 shows that TFP at firm level has increased during the period of analysis and, as quartiles show, this phenomenon takes place in the upper part of the distribution of small firms especially.

\(^{20}\) See Estrada and Lopez-Salido (2001b)
As one might expect, this table shows that mean TFP is higher in large firms, which is confirmed by the test of equality of means that rejects that mean TFP is equal in the two subsamples\textsuperscript{21}. Quartiles at 25%, 50% and 75% show that TFP is always higher in large firms, and moreover they permit appreciating that these differences reduce for the most productive firms and especially in 1998, when they are smallest. Thus, it confirms that differences in TFP across firm size are not homogeneous in the whole range of TFP levels. To shed some more light on this issue, we analyse the external shape of the TFP distribution for small and large firms by estimating the density function (using the non-parametric kernel method)\textsuperscript{22}. Figures 1 and 2 show the empirical productivity distribution function that supplies additional information on the behaviour of TFP: by observing synthetic measures, one may think that TFP is always higher in large firms, but these figures show that in 1998 the most productive firms do not show this pattern. The test of stochastic dominance confirms the picture that these distributions are different and that TFP in large firms is higher (Test 1 in Table 7). Table 1 also shows that differences in TFP between large and small firms remain quite stable over time. In general terms, large firms seem to be more productive than small ones, which has widely been attributed to differences in R&D and human capital between firms.

The variables innovative activity and proportion of qualified workers are lagged four periods in our model, so this descriptive analysis corresponds to years 1990 and 1994. As Tables 2 and 3 show, our underlying hypotheses are confirmed by data: large firms invest more in R&D and make a deepest use of human capital, as is supported by the test of equality of means). Both small and large firms increase their R&D investment and human capital endowment during the period of analysis, but in the case of human capital, such increase is much more important in large than in small firms. It should be noticed that small firms in the three lower quartiles do not invest in R&D, while it only happens in the first quartile in the case of large firms. The differences in innovative activity between small and large firms are wider for the most innovative firms. Differences in skilled labour endowments between small and large firms double between 1990 and 1994 (and the highest increase takes place in the upper part of the distribution of this variable).

\textsuperscript{21} Approximation suggested by Welch, as explained in Ruiz-Maya and Martín-Pliego (1995).
\textsuperscript{22} We use a Gaussian kernel and a bandwidth estimated by applying the plug-in method proposed by Sheather and Jones (1991).
4. Results

As the first step in our analysis, we estimate the empirical model in (1) for the whole sample of firms in 1994 and 1998. Results are summarized in the first column of Table 4. As expected, the coefficient for skilled labor is positive and significant, and large in magnitude. A 10% increase in firm’s use of skilled workers causes a 28.7% increase in TFP of the average Spanish manufacturing firm. This is consistent with those studies that have revealed its contribution to enhance technical progress by the so-called level effect, although some other aggregate studies have cast doubt on the rate effect of human capital\textsuperscript{23}. As for innovative activity, the elasticity of the R&D variable is positive but no significantly different from zero. This suggests that R&D investments are not among the list of factors that explain differences in productivity across firms in the Spanish manufacturing sectors\textsuperscript{24}. Differences in TFP levels are strongly related to the industry in which firms operate. The set of coefficients for the industrial dummies are jointly significant and explain an important amount of the dispersion in firms’ productivity.

The coefficients for the other control variables, the size of the firm and its age, are significant, though in the case of size it is only at 10%. Productivity level is increasing with age and, what is more interesting in our analysis, with size. This confirms that, still when conditioning to the other variables, large firms are more productive than the small ones, motivating our analysis for the two separate samples.

Results for the estimation of the samples of large and small firms are reported in the second and third column of Table 4. In both groups of firms, the innovative activity does not seem to exert a significant effect on TFP, while the conclusion derived from the whole sample regarding the role of skilled labor is confirmed for small and large firms. Moreover in the case of the separate sample, it can be clearly observed how the return associated to the use of highly qualified workers in small and large firm is quite different. An increase of 10 points in the proportion of skilled workers in a representative small firm is linked with an increase of 22% in its TFP level. But the same increase in a representative large firm causes a much stronger effect in its TFP level (a 40%). Therefore, the incentive to use highly qualified workers seems to be

\textsuperscript{23} See Temple (2001)

\textsuperscript{24} Mañez \textit{et al.} (2003) obtain that the small firms that invest in R&D are more productive, while the same result is not true for large firms. We have checked the sensitivity of the estimate of the effect of “innovative activity” to the use of different measures of R&D that can be built from the information provided by the ESEE. Evidence favoring a positive effect of R&D has not been obtained in any case. These results will be provided upon request.
stronger in large firms, as the return they get almost double the one that is obtained by
the small ones.

To shed some more light into the knowledge of the differences in the level of
TFP between small and large firms, and to disentangle the contribution of the
determinants of productivity to such differences, we use the estimated coefficients for
both samples to compute the Oaxaca decomposition. Further, we compute the
contribution of differences in characteristics and in returns between small and large
firms for 1994 and 1998 to assess the effect of changes caused by the implementation of
new technologies, that are likely to demand, for instance, a deeper use of human capital.

Results for the traditional Oaxaca decomposition are summarized in the first row
of Table 5. In 1994, differences in productivity are equally explained by firm
characteristics and by their returns. But surprisingly characteristics explain as much as
80% of the differences in productivity in 1998. Differences in TFP attributable to R&D
seem to be due to returns of R&D basically, but we should take it cautiously as
coefficients of this variable were not significant in the estimated models. In 1994,
differences in TFP attributable to human capital are equally explained by firm
characteristics and returns, but in 1998, returns remain quite stable while differences in
human capital endowment have doubled. Differences in TFP attributable to the industry
are the most important factor explaining TFP differences and they are basically due to
firm characteristics, suffering a noticeable increase between 1994 and 1998.

The coefficients from the estimation of the two subsamples are also used to
perform the counterfactual analysis. Firstly, we calculate the mean estimated TFP for
small firms imposing the returns of large firms for all the variables. Secondly, we repeat
the exercise imposing the returns of large firms for only one of the variables at a time,
R&D, H or IND. The test of equality of means (Table 6) rejects the null hypothesis that
the mean TFP distribution for small firms is equal to the mean of the counterfactual TFP
distribution when we impose the coefficients of large firms for all the variables. Then,
we can say that the real and the counterfactual TFP distribution for small firms have
different means, meaning that differences in returns are significant at explaining TFP
differences between firms. When we concentrate in one of the variables, this result
holds for R&D and H in 1998, while in the other cases the means of the real and
counterfactual distributions do not differ so much.

However, we have stressed in previous sections that comparison of synthetic
measures of two or more distributions might only provide with a partial picture of
differences in their fundamental characteristics. Thus, following the suggestion of Jenkins (1994), we analyze differences in the external shape of the real and counterfactual distributions by comparing their density functions. Figures 3 and 4 show the estimated density functions in 1994 and in 1998. If TFP distribution for large firms (L) was on the right hand side of TFP distribution for small firms (S), but the counterfactual distribution (C) was between them, we could say that the distance between S and C is due to differences in returns between small and large firms, while the distance between L and C corresponds to differences in characteristics between firm size classes. This is a paradigmatic case and it corresponds to the results obtained from the analysis based on mean TFP, but actually, this explanation does not hold for any value of the TFP distribution, and so we should analyze the density functions more carefully. In 1994 and 1998, contrary to what the paradigmatic case indicates, the small firms with intermediate levels of TFP get lower productivity when they are evaluated under the returns of large firms. In 1998, the small firms with high levels of TFP get similar productivity when they’re evaluated under the returns of large firms than when they’re evaluated under their own returns (the real and counterfactual distributions are quite close), indicating that for these firms, the differences in TFP are mainly explained by differences in firm characteristics.

We now turn to the analysis of each potential factor explaining TFP differences between small and large firms separately. Figure 5 and 6 suggest that both in 1994 and 1998, the real and counterfactual TFP density functions are very close, indicating the small effect of differences in R&D returns, in accordance with the small magnitude of its effect in the regression analysis. The remaining TFP differences can be attributable to differences in R&D levels and to other factors. Either the returns of human capital do not seem to explain much of the differences in TFP between firm size classes, except for firms with high TFP levels, where this effect is quite notorious. The Oaxaca decomposition finds a notable effect of returns of human capital but the analysis for the whole distribution permits attributing most of this effect to firms with high productivity levels (see Figures 7 and 8). When isolating the industry effect, we should distinguish: firstly, firms with low levels of productivity, where the effect of returns of firms for belonging to a certain industry is unclear; secondly, firms with intermediate and high levels of productivity, where TFP of small firms evaluated under the returns of large firms is lower than the real TFP of small firms. One possible explanation for this effect is that many firms in this productivity levels may belong to industries with low
productivity and with large firm size. Thirdly, small firms with the highest productivity levels, where the effect of returns of firms for belonging to a certain industry explains a large proportion of TFP differences between small and large firms (see Figures 9 and 10).

The Kolmogorov-Smirnov test of stochastic dominance confirms the previous conclusions based on a visual inspection of the density functions. The test compares the real and counterfactual density functions, that is, TFP of small firms evaluated under their own returns and under those of large firms. First, we perform this test considering the joint effect of the whole set of factors likely affecting the level of TFP. The two-sided test rejects the null hypothesis that the real and counterfactual density functions are equal in favor of the alternative. Then, we perform the one sided test, where the null hypothesis is that the two distributions are equal, versus the alternative, where the difference between them is positive for the whole range of TFP levels. The alternative hypothesis is specified as the difference between the counterfactual and real density functions, and results clearly indicate that the null cannot be rejected. The test indicates that the counterfactual distribution stochastically dominates the real one and thus that the difference in returns has a statistically significant effect. This evidence points that difference in returns across firm size is responsible for, at least part, of the difference in TFP level in the whole range of values of productivity. We also test the stochastic dominance of the real TFP distribution for large firms over the counterfactual, as defined above, for the whole set of factors. The two-sided test rejects the null, while the one-sided test cannot, meaning that the TFP distribution of large firms under their own returns stochastically dominates the TFP of small firms evaluated under the returns of large ones, and thus that differences in characteristics have a significantly statistical effect, as we obtained with the Oaxaca decomposition (see Table 7).

Secondly, we perform the test for R&D, H and IND separately. The null hypothesis cannot be rejected in any of the three tests and so the counterfactual distribution does not seem to stochastically dominate the real one, which indicates that the returns of these variables separately are not statistically significant to explain differences in TFP between small and large firms. This is an interesting result, as it suggests that the factors under analysis might be interacting to originate differences in TFP levels in firms of different size.

The comparison of the external shape of the real and counterfactual distributions is informative of the changes in the shape of the distribution caused by differences in
returns, but tells nothing about which firms have played the major role in causing such changes. To get some information on this phenomenon, we estimate the bivariate density function for the real and counterfactual distributions. Figures 11 and 12 show the contour plots associated with the estimated bivariate density in 1994 and in 1998. Their lines indicate pairs of values in both distributions with the same probability, the most external lines correspond to low probability pairs of values (and the internal, high probability). When the mass of probability lies on the positive diagonal, it indicates that there is a high probability of reaching a similar TFP level when they are evaluated either under the returns of large or small firms. When these lines move upward and to the left, parallel to the diagonal, it indicates that there is a high probability of small firms to reach a higher TFP level when they are evaluated under the returns of large firms. One can observe that most movements within the distributions are due to small firms improving their TFP levels when their characteristics are evaluated at the returns of large firms. For levels of TFP around and above the average, the probability of increasing or decreasing the level of TFP is very scarce. Thus, we can conclude that small firms with the lowest TFP levels would be the firms that would benefit more of equalizing returns between firms of different size.

5. Conclusion
This paper has explored the differences in TFP across firms size for the Spanish manufacturing sector. Our analysis has intended to assess to what extent can such differences be explained by differences in firms characteristics, such as R&D efforts or human capital, and by the returns to these characteristics.

We obtain that TFP differences between small and large firms in mid-nineties are equally explained by firm characteristics and their returns, while at the end of the decade, 80% of them are explained only by differences in their characteristics. The joint effect of the returns to R&D, human capital and industries is actually significant, suggesting possible interactions between them. We have also shown that small firms with the lowest TFP levels would get the most benefit if they had returns from their characteristics as high as in large firms.

If differences in TFP were only explained by firm characteristics, the policy recommendations would consist on encouraging the investment in R&D and human capital in small firms. While if differences in productivity are only explained by differences in returns, this would require a deeper analysis to understand the underlying
nature of phenomenon that makes these two factors more productive when they are employed in large firms. In this case, the policy implications would not consist on increasing investment in these factors, but maybe on a better usage of them in small firms. Actually, both differences in characteristics and differences in returns are causing TFP differences, so the two policy implications are required and a policy to increase returns in small firms with low TFP levels would be especially effective.
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Appendix

TFP Index

We have used index numbers to measure Total Factor Productivity at firm level. There is a wide range of indexes derived from different production functions and with different properties, but basically, TFP indexes are calculated as the output of every firm minus a weighted sum of the inputs (labor, capital and materials). We have chosen the index proposed by Good, Nadiri and Sickles (1996), which is derived from a translog production function and which has the following desirable properties: transitivity (permits comparisons across individuals and time periods); it is superlative (as it is exact and derived from a flexible function, it provides a second order local approximation); it allows for technological change over time; input shares are characteristic of every firm; and it does not suppose perfect competition. The analytical expression is as follows:

\[
\ln TFP_u = (\ln Y_u - \ln Y_t) - \frac{1}{2} (S_u + \bar{S}) (\ln X_u - \ln \bar{X}) + \sum_{t=2}^{t-1} (\ln Y_t - \ln Y_{t-1}) - \sum_{t=2}^{t-1} \frac{1}{2} (S_{t-1} + \bar{S}_{t-1}) (\ln X_{t-1} - \ln \bar{X}_{t-1})
\]

where \(Y\) and \(X\) are quantities of output and inputs respectively, \(S\) is the cost-based share of every input in the production function; subscripts \(i\) and \(t\) refer to firm and time period and the bar over variables means average. The upper part of the expression is the deviation of the firm output and inputs from those of a hypothetical firm, the reference point in year \(t\). The lower part of the expression is the cumulative change in the output and inputs reference point between year \(t\) and the initial year. This second part introduces a productivity differential every year (as output, inputs and shares may change), and thus it permits the existence of technological change. Productivity index for a given firm and year is expressed in relation to the hypothetical firm in the base time period, 1990. As Hall (1990) suggested, weights are calculated as the share of every input in the total cost of inputs and this permits accounting for market power situations.

This index will provide a TFP value for each firm in each time period. It seems reasonable to consider the firm size when estimating the density function: two firms with the same productivity level but different size will have different impact on economy TFP. Even though, after comparing the density function of TFP and weighted TFP, not much difference is observed, then we have used the unweighted TFP.
Variables

The variables on input and output quantities and prices are not directly drawn from the ESEE, so they have been approximated according to the following particularities. All the quantities are expressed in constant pesetas of 1990.

The output is measured as sales plus variation of stocks of sales and corrected with a firm-specific price index. The price increase of every firm is calculated as a weighted sum of the price increase in the main five markets where it operates. In 1990, the price index takes value 1 and in the following periods we add the price increase to the base time period index. As our dataset is an unbalanced panel, many firms don not appear in the sample in 1990, so we cannot build the whole price index series for these firms. To overcome this difficulty we calculate a hypothetical price increase for every year between 1990 and the first year the firm appears in the sample. This hypothetical price increase is computed as an average price increase by year and industry.

The labor input is measured as effective yearly hours of work (that is the normal yearly hours plus overtime yearly hours minus non-working yearly hours) multiplied by the number of workers at the end of the year (that includes part time, full time and eventual employees). When the firm answers that the number of eventual employees has changed considerably, it is computed as the average of eventual employees at the end of every quarter.

The stock of capital is computed following the perpetual inventory method and obtained from the series calculated by Martín-Marcos and Suárez-Gálvez (1997). According to the definition of physical capital by the OECD (1993) we consider both equipment and buildings25.

Materials are measured by the cost of intermediate inputs (which includes raw material purchases, energy and fuel costs) minus the variation of the stock of materials plus other services paid by the firm. This quantity is deflated using a firm-specific, materials price index computed as a weighted sum of the price indexes for raw materials, energy and other services, as suggested in Martín-Pliego et al. (2001). We overcome the difficulty related to unbalanced panels as explained above.

The cost of labor input is the real wage bill (deflated with the IPC).

---

25 Some authors do not include buildings in the stock of capital as they are considered to have a smaller impact on production than workers or machines.
The *cost of capital* is computed as the *user cost of capital* (interest rates plus depreciation minus the variation of prices) multiplied by the stock of capital (explained above). We calculate separately cost of capital series for equipment and buildings. Interest rates are calculated as a weighted sum of the interest rates paid to credit entities and other organisms. In 1990 interest rates are not available in the ESEE, so we use those from 1991 (average by year and industry). Depreciation rates by industry are obtained from Martín-Marcos and Suárez-Gálvez (1997). Equipment price increase is drawn from INE. Constructions price index between 1990 and 1994 is obtained from Martín-Marcos and Suárez-Gálvez and since 1994, it increases following an implicit deflator of constructions obtained from INE.

The *cost of materials* is the quantity of materials used by the firm and it is computed as explained above.

**Cleaning**

The ESEE is an unbalanced panel of 26786 observations between 1990 and 1999, due to entry and exit in the industry. Some firms don’t respond to some or all the fields in the survey, and then it’s impossible to calculate the output and input variables, which means that our sample is reduced to 12483 observations. Before computing the TFP index we need to clean the sample in a way that removes “nonsense” observations according with the following criteria. Ornaghi (2003), Castiglionesi and Ornaghi (2004) clean the survey with a similar criterion.

Firstly, we remove 102 observations with negative value added. Secondly, we drop all observations where the growth rate of output is higher than 1 but the growth rate of some of the inputs is lower than 0.5; we also drop the observations where the growth rate of output is lower than 0.5 but the growth rate of some of the inputs is higher than 1; we remove all observations where the growth rate of output is lower than -0.5 but the growth rate of some of the inputs is higher than -0.25; finally, we remove all observations where the growth rate of output is higher than -0.25 but the growth rate of some of the inputs is lower than -0.5. And 1565 firms follow these criteria. Thirdly, we remove 116 observations where the share of labor input or materials is higher than 0.95 or lower than 0.05. Fourthly, we remove 47 more observations as they are isolated because of the previous cleaning steps. At the end, we obtain a sample of 10653 observations over 10 years, for 1945 different firms.
Density Function Estimation

The main advantage of using synthetic measures to describe the behaviour of a variable is that they collect all the information in a single number, but they do not allow to analyse possible changes in the distribution function in detail and the same aggregate synthetic measure may be consistent with very different distributions of TFP. So, we analyse the behaviour in the complete distribution by estimating density functions (the external shape of the distribution) using non-parametric methodology, as it does not assume TFP to follow any known distribution. The expression of the Rosenblatt-Parzen kernel density estimator is expressed as follows (Silverman, 1986):

$$
\hat{f}(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{h} K \left( \frac{x - X_i}{h} \right)
$$

In this paper, we’ve used the Gaussian kernel for the $K(\cdot)$ function and a bandwidth that is estimated by applying the plug-in method suggested by Sheather and Jones (1991). In order to compare density functions for different distributions, the bandwidth has been settled down to 0.06568, the arithmetic mean of bandwidths for the four different sub-samples in our work: small and large firm in 1994 and 1998.

We have also considered the possibility of reporting estimates of the firms’ size weighted densities, as two firms equally productive may have different impact on the whole distribution according to their size. However, when comparing the external shape of the weighted and unweighted distributions, not much difference was observed, then, for simplicity we report results for the unweighted densities.
Table 1: Descriptive analysis of the TFP index for the Spanish manufacturing firms

<table>
<thead>
<tr>
<th>Ln PTF</th>
<th>1994</th>
<th>1998</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>small</td>
<td>large</td>
</tr>
<tr>
<td>mean</td>
<td>-0.0013</td>
<td>0.0835</td>
</tr>
<tr>
<td>var</td>
<td>0.0507</td>
<td>0.0399</td>
</tr>
<tr>
<td>test Eq mean</td>
<td>4.4308***</td>
<td>3.7746***</td>
</tr>
</tbody>
</table>

Percentiles

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>-0.1425</td>
<td>0.0888</td>
<td>0.1303</td>
</tr>
<tr>
<td>large</td>
<td>-0.0474</td>
<td>0.1996</td>
<td>0.2329</td>
</tr>
<tr>
<td>Small</td>
<td>-0.1094</td>
<td>0.0485</td>
<td>0.261</td>
</tr>
<tr>
<td>Large</td>
<td>-0.0092</td>
<td>0.1376</td>
<td></td>
</tr>
</tbody>
</table>

nº observ 339 184 500 168

(♦) H0: \( \overline{TFP}_L = \overline{TFP}_S \); H1: \( \overline{TFP}_L \neq \overline{TFP}_S \);

*** denotes significant at 1%

Table 2: Descriptive analysis of R&D expenditures for the Spanish manufacturing firms

<table>
<thead>
<tr>
<th>R&amp;D (1000 ptas/L)</th>
<th>1990</th>
<th>1994</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>small</td>
<td>large</td>
</tr>
<tr>
<td>mean</td>
<td>51,2071</td>
<td>126,4894</td>
</tr>
<tr>
<td>var</td>
<td>40502,6545</td>
<td>40313,6871</td>
</tr>
<tr>
<td>test Eq mean</td>
<td>4.0914***</td>
<td>3,4345***</td>
</tr>
</tbody>
</table>

Percentiles

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>large</td>
<td>0</td>
<td>45,9200</td>
<td>0</td>
</tr>
<tr>
<td>Small</td>
<td>0</td>
<td>166,6340</td>
<td>0</td>
</tr>
<tr>
<td>Large</td>
<td>0</td>
<td>160,9832</td>
<td></td>
</tr>
</tbody>
</table>

nº observ 339 184 500 168

(♦) H0: \( \overline{R & D}_L = \overline{R & D}_S \); H1: \( \overline{R & D}_L \neq \overline{R & D}_S \);

*** denotes significant at 1%

Table 3: Descriptive analysis of the skilled labour use for the Spanish manufacturing firms

<table>
<thead>
<tr>
<th>H (skilled labor)</th>
<th>1990</th>
<th>1994</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>small</td>
<td>large</td>
</tr>
<tr>
<td>mean</td>
<td>0.0582</td>
<td>0.0782</td>
</tr>
<tr>
<td>var</td>
<td>0.0054</td>
<td>0.0055</td>
</tr>
<tr>
<td>test Eq mean</td>
<td>2.9655***</td>
<td>5.2035***</td>
</tr>
</tbody>
</table>

Percentiles

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>0</td>
<td>0.0323</td>
<td>0</td>
</tr>
<tr>
<td>large</td>
<td>0</td>
<td>0.0574</td>
<td>0.0937</td>
</tr>
<tr>
<td>Small</td>
<td>0</td>
<td>0.0400</td>
<td>0.0952</td>
</tr>
<tr>
<td>Large</td>
<td>0</td>
<td>0.0764</td>
<td>0.1367</td>
</tr>
</tbody>
</table>

nº observ 339 184 500 168

(♦) H0: \( \overline{H}_L = \overline{H}_S \); H1: \( \overline{H}_L \neq \overline{H}_S \);

*** denotes significant at 1%
Table 4: Regression results for small and large firms.

<table>
<thead>
<tr>
<th></th>
<th>Total sample</th>
<th>Small firms</th>
<th>Large Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>lnTFP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R&amp;D_{t-4}</td>
<td>0.0004</td>
<td>0.0013</td>
<td>-0.0002</td>
</tr>
<tr>
<td>(0.0012)</td>
<td>(0.0016)</td>
<td>(0.0017)</td>
<td></td>
</tr>
<tr>
<td>H_{t-4}</td>
<td>0.2871***</td>
<td>0.2230**</td>
<td>0.4014***</td>
</tr>
<tr>
<td>(0.0875)</td>
<td>(0.1156)</td>
<td>(0.1303)</td>
<td></td>
</tr>
</tbody>
</table>

**control:**

<table>
<thead>
<tr>
<th></th>
<th>Total sample</th>
<th>Small firms</th>
<th>Large Firms</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIZE_{t}</td>
<td>0.0096*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.0057)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGE_{t}</td>
<td>0.0013***</td>
<td>0.0017***</td>
<td>0.0009</td>
</tr>
<tr>
<td>(0.0004)</td>
<td>(0.0005)</td>
<td>(0.0006)</td>
<td></td>
</tr>
<tr>
<td>IND_{t}</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>H0: IND_{t}=0</td>
<td>9.2878***</td>
<td>6.1768***</td>
<td>4.4090***</td>
</tr>
<tr>
<td>nº observ</td>
<td>1191</td>
<td>839</td>
<td>352</td>
</tr>
<tr>
<td>R^2</td>
<td>0.2000</td>
<td>0.172</td>
<td>0.226</td>
</tr>
<tr>
<td>Residual SS</td>
<td>56,2010</td>
<td>43,355</td>
<td>11,889</td>
</tr>
</tbody>
</table>

Standard deviation in parentheses
*** and ** denote significant at 1% and 5%.

Table 5: Oaxaca decomposition of the difference in TFP between large and small firms

<table>
<thead>
<tr>
<th></th>
<th>1994</th>
<th>1998</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Caract</td>
<td>Returns</td>
</tr>
<tr>
<td></td>
<td>(X_L - X_S)\hat{\beta}_L</td>
<td>(X_S - X_S)\hat{\beta}_S</td>
</tr>
<tr>
<td>total</td>
<td>0.04408</td>
<td>0.0407</td>
</tr>
<tr>
<td></td>
<td>52.00%</td>
<td>48.00%</td>
</tr>
<tr>
<td>R&amp;D_{t-4}</td>
<td>-0.00102</td>
<td>0.00928</td>
</tr>
<tr>
<td></td>
<td>1.20%</td>
<td>10.90%</td>
</tr>
<tr>
<td>H_{t-4}</td>
<td>0.00806</td>
<td>0.01038</td>
</tr>
<tr>
<td></td>
<td>9.50%</td>
<td>12.20%</td>
</tr>
<tr>
<td>∑ IND_{t}</td>
<td>0.02497</td>
<td>-0.00523</td>
</tr>
<tr>
<td></td>
<td>29.40%</td>
<td>6.20%</td>
</tr>
</tbody>
</table>

Table 6: Test of equality of means of the real and the counterfactual distributions

<table>
<thead>
<tr>
<th></th>
<th>1994</th>
<th>1998</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t'</td>
<td>p-value</td>
</tr>
<tr>
<td>Total</td>
<td>4.7142</td>
<td>0.0000</td>
</tr>
<tr>
<td>R&amp;D_{t-4}</td>
<td>1.1116</td>
<td>0.1334</td>
</tr>
<tr>
<td>H_{t-4}</td>
<td>1.1913</td>
<td>0.1170</td>
</tr>
<tr>
<td>∑ IND_{t}</td>
<td>1.1116</td>
<td>0.1334</td>
</tr>
</tbody>
</table>
### Table 7: Tests of stochastic dominance for the real and the counterfactual distributions

<table>
<thead>
<tr>
<th>Test</th>
<th>1994</th>
<th>1998</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KS statistic</td>
<td>Crit val*</td>
</tr>
<tr>
<td></td>
<td>crit val (χ²)</td>
<td>p-value (χ²)</td>
</tr>
<tr>
<td>Test 1</td>
<td>$F(z) = F(\text{TFP}_z)$ and $G(z) = G(\text{TFP}_z)$</td>
<td>0.2386</td>
</tr>
<tr>
<td></td>
<td>2 sided</td>
<td>0.0089</td>
</tr>
<tr>
<td></td>
<td>1 sided</td>
<td>0.0089</td>
</tr>
<tr>
<td>Test 2</td>
<td>$F(z) = F(\text{TFP}_z)$ and $G(z) = G(\text{TFP}_z)$</td>
<td>0.2386</td>
</tr>
<tr>
<td></td>
<td>2 sided</td>
<td>0.0089</td>
</tr>
<tr>
<td></td>
<td>1 sided</td>
<td>0.0089</td>
</tr>
<tr>
<td>Test 3</td>
<td>$F(z) = F(\text{TFP}_z)$ and $G(z) = G(\text{TFP}_z)$</td>
<td>0.2386</td>
</tr>
<tr>
<td></td>
<td>2 sided</td>
<td>0.0089</td>
</tr>
<tr>
<td></td>
<td>1 sided</td>
<td>0.0089</td>
</tr>
</tbody>
</table>

(*) The Kolmogorov-Smirnov test, under independence of observations, follows a distribution as specified in section 2.2. It can be proved that the statistic of the one-sided KS test follows an asymptotic distribution of χ² with two degrees of freedom.
Figure 1: Estimated density function for small and large firms in 1994

Note: the lines represent the sample average for small (left) and large (right) firms.

Figure 2: Estimated density function for small and large firms in 1998

Note: the lines represent the sample average for small (left) and large (right) firms.
Figure 3: Estimated density function for the real and counterfactual distributions in 1994. Effect of all the factors.

Figure 4: Estimated density function for the real and counterfactual distributions in 1998. Effect of all the factors.
Figure 5: Estimated density function for the real and counterfactual distributions in 1994. Effect of R&D.

Figure 6: Estimated density function for the real and counterfactual distributions in 1998. Effect of R&D.
Figure 7: Estimated density function for the real and counterfactual distributions in 1994. Effect of skilled labour.

Figure 8: Estimated density function for the real and counterfactual distributions in 1998. Effect of skilled labour.
Figure 9: Estimated density function for the real and counterfactual distributions in 1994. Effect of industry.

Figure 10: Estimated density function for the real and counterfactual distributions in 1998. Effect of industry.
Figure 11: Movements between the real and the counterfactual distribution, 1994. Effect of all the factors.

Figure 12: Movements between the real and the counterfactual distribution, 1998. Effect of all the factors.